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Simple Linear Regression - Least Squares
Find best linear function f(x) = wg + wix
Oservations (x;,y;) Regression Coef wg & wq

Residual Sum of Squares
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Normal Equation
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Normal Equation Solution
f(x) =5+ 2% [z — ]

where

ozy = 2i(x; —Z)(y; — 7).
oxx = y_i(x; — 5)2’

T, and y are averages.



Multivariate Linear Regression

First Matrix Notation:

Let X = (1 x) where
1= (11,1, )7, x = (21,22, ey o)’

and y = (y1,v2, -, yn )"’



Multivariate Normal Equation

left-hand side matrix
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Multivariate Normal Equation
right-hand side matrix
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Multivariate Normal Equation

Substituting the right hand matrix and left hand matrix
into the Normal Equation results in

XTXQ = XTy where Q = (wp, wy)T

Q= (xIx)"Ix1y



Multivariate Linear Regression

Attribute set consists of d explanatory attributes (x1, zo, ..., x4),
X becomes an N x d design matrix

X =
1 291 12 ... T1g |
1 x91 zoo ... ZTpg
| 1 N1 TN2 - TNG

Q = (wo, w1, ...,wg_1)L is a d-dimensional vector



